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We study the message complexity of the Election Problem in hypercube networks, when the processors have a “Sense of Direction,” i.e., the capability to distinguish between adjacent communication links according to some globally consistent scheme. We present two models of Sense of Direction, which differ regarding the way the labeling of the links in the network is done: either by matching based on dimensions or by distance along a Hamiltonian cycle. In the dimension model, we give an optimal linear algorithm which uses the natural dimensional labeling of the communication links. We prove that, in the distance-based case, the graph symmetry of the hypercube is broken and, thus, the leader Election does not require a global broadcast. Finally, we study the communication complexity of changing one orientation labeling to the other and prove that \( O(N) \) messages suffice.

1. INTRODUCTION

In distributed systems, one of the fundamental control problems is the Leader Election; that is, the problem of moving the system from an initial situation where the nodes are in the same computational state, to a final situation where exactly one node is in a distinguished computational state (called leader) and all the others are in the same state (called defeated). The election process may be independently started by any subset of the processors. It is assumed that every processor \( P_i \) has a distinct identity \( id \), chosen from some infinite totally ordered set \( ID \), and is only aware of its own identity (in particular, it does not know the identities of its neighbors).

The leader election is widely used solution for distributed algorithms requiring one process to act as a coordinator, initiator, sequencer, or otherwise to perform some special role. The election problem occurs, for instance, in token-passing when the token is lost or the owner has failed; in such a case, the remaining processors elect a leader to issue a new token. Several other problems encountered in distributed systems can be solved by election, for example, crash recovery (a new server should be found to continue the service when the previous server has crashed), mutual exclusion (where values for election can be defined as the last time the process entered the critical section), group server (where the choice of a server for an incoming request is made through an election between all the available servers managing a replicated resource), etc.

Depending on the assumptions and the knowledge of the distributed system, the communication complexity changes. For an arbitrary network of \( N \) asynchronous processors and \( e \) bidirectional communication links, the Election problem requires \( \Omega(e + N \log N) \) messages (e.g., [17]), and such a bound is achievable [4]. If a priori knowledge of the structure of the system is available to the processors, it is possible to exploit topological properties to reduce the message complexity to the smallest of two factors: the number of links \( e \) and the \( (N \log N) \) factor. In particular, \( \Theta(N \log N) \) bounds have been proved for the complete network [9, 10] in such a case. Obviously, such an approach does not yield any improvement in a topology where the number of edges \( e \) is of the same order as \( N \log N \). This is the case of the hypercube, and an \( O(N \log N) \) message complexity can be trivially achieved.

It has become quite clear that a very important role is played by those factors which can be termed as structural information, that is, a priori knowledge available to the entities about the structure of the system. Currently, the study of the interaction between structural information and communication complexity is mostly implicit in results on distributed algorithms. It is crucial to identify those factors which are significant for the computability and the communication complexity of problems. This is all the more relevant for an attractive and successful topology such as the hypercube. A form of structural information which has been identified as being significant for the computability and the communication complexity of the election problem is Sense of Direction [3, 18]. Sense of Direction refers to the capability of a processor to distinguish between adjacent communication lines, according to some globally consistent scheme.

After a brief presentation of the hypercube in Section 2 and Sense of Direction in Section 3, we present two algorithms for the Election problem according to the dimensional and the distance-based models, (Section 4). In Section 5, we study the complexity relationship between...
two models of “Sense of Direction” for the hypercube and present an $O(N)$ message complexity algorithm to change from one Sense of Direction to another. Section 6 concludes and contains comments on related studies on this problem.

2. HYPERCUBE

An $n$-dimensional (or $N$-node) hypercube network $Q_n$ is represented by an undirected graph consisting of $N = 2^n$ vertices which can be labeled from 0 to $2^n - 1$ in such a way that there is an edge between any two vertices if and only if the binary representation of their labels differs by exactly one bit. The $n$-dimensional hypercube has $n2^{n-1}$ edges, and every node has degree $n$. Each edge is labeled at each incident node by the dimension of the bit in which they differ. The hypercube has node and edge symmetries. For any pair of edges $(u, v)$ and $(u', v')$ in an $N$-node hypercube $Q$, there is an automorphism $\sigma$ of $Q$ such that $\sigma(u) = u'$ and $\sigma(v) = v'$. Such an automorphism can be found for any permutation $\pi$ on $\{1, 2, ..., n\}$ such that $\pi(k') = k$ where $k$ and $k'$ are the respective dimensions of $(u, v)$ and $(u', v')$ [11]. The dimensions of the edges can be rearranged in any order by varying $\pi$ without altering the network.

The computation model that we consider is a hypercube network of $N = 2^n$ asynchronous processors. Every processor $P_i$ of the hypercube has a distinct value $id_i$ chosen from some infinite totally ordered set $ID$. This value is different from the binary location identity introduced in the definition of the hypercube. A processor is aware only of its own value; in particular it does not know the identities of its neighbors. Every processor performs the same algorithm. We assume that the messages on each arc arrive with no error, within a finite but unpredictable time and in a FIFO order. The complexity measure studied is the maximum number of messages sent during any possible execution.

3. SENSE OF DIRECTION

Sense of Direction has been identified as being significant for the computability and the communication complexity of many distributed problems [3, 18]. We have already observed that Sense of Direction refers to the capability of a processor to distinguish between adjacent communication lines, according to some globally consistent scheme.

In a ring network this property is usually referred to as orientation, which expresses the ability of the processor to distinguish between left and right, where left means the same to all processors. In a torus, a vertical orientation, with up and down labelings, is added. Sense of Direction in a complete network is the knowledge of a predefined Hamiltonian cycle and the existence of a label on each link at each processor, that represents the distance along this cycle to the processor at the other end of the link. A similar definition exists for chordal rings or circulant graphs (processors arranged on a ring on which extra chords with given distances are added [1]). This distance-based Sense of Direction can be generalized for arbitrary graphs by fixing a cyclic order of all the processors and labeling each incident link according to the distance in the cycle to the other node reached by this link; we denote this as distance Sense of Direction [1, 7, 12, 13]. The most natural labeling for a hypercube is the dimensional Sense of Direction. In this case, each edge is labeled at each incident node by the dimension of the bit in which their location identities differ (Fig. 1a).

The availability of Sense of Direction has been shown to have some positive impact on the message complexity of the Election problem. For instance, in arbitrary networks, the Election problem can be solved using $\Theta(N \log N)$ messages instead of $\Theta(e + N \log N)$, when a distance Sense of Direction is available [13]. In the complete graph, the availability of a distance Sense of Direction makes it possible to reduce the complexity from $\Theta(N \log N)$ to $\Theta(N)$ messages [12]; such an improvement can be achieved even if each node has Sense of Direction on just $O(\log N)$ of its incident arcs [1]. Similar results hold for circulant graphs or chordal rings with $O(\log N)$ incident arcs [8]. In the torus, an $O(N)$ messages algorithm has been given [15] when a dimensional Sense of Direction is available, it is not clear whether the problem can be solved with linear complexity when Sense of Direction is not available.

In this paper, we consider the Election problem in the
4. ELECTION ALGORITHMS FOR THE HYPERCUBE

The problem of electing a leader is one of the most widely studied in the literature on distributed computing. Starting from an initial configuration where all the processors are in the same state, the Election (or Leader Finding) problem consists of obtaining a final configuration where exactly one processor is in a leader state and all the other processors are in a defeated state. The Election process may be independently started by any subset of the processors.

In this paper, it is shown that the hypercube network, which has \( O(N \log N) \) arcs but is not a chordal ring, supports an Election Algorithm with \( O(N) \) messages when a distance-based or dimensional Sense of Direction is available. This result answers a question raised when Attiya et al. [1] proved that \( O(N) \) messages suffice for the chordal ring with chords with distance-labeled chords \( (1, 2, 2^2, \ldots, 2^{\lceil \log N \rceil}) \), which closely resembles a hypercube. In the following, we show a linear election algorithm when a dimensional Sense of Direction is available; in Section 4.2, we show that with a distance Sense of Direction the problem becomes trivial, mostly thanks to a graph property of symmetry.

4.1. Election Algorithm with the Dimensional Model

In this section, we give a complete presentation of the asynchronous distributed algorithm for the Election in the hypercube with an \( \Omega(N) \) message complexity with a Dimensional Sense of Direction. It is worth noting that the processors do not have (or do not know) the binary node labeling from 0 to \( 2^n - 1 \) which is usually assumed for hypercube (otherwise, this provides a trivial solution to the problem).

The algorithm proceeds in phases of a tournament. The idea is to halve the number of competing processors on each phase such that on the overall \( \log N \) phases, or steps, only a linear number of messages has been sent. This algorithm is original since it does not build a spanning tree. Initially all nodes are Duellist(0). The algorithm terminates after \( (\log N) \)th steps with a single Duellist Duellist(\( \log N \)) and all the other nodes are Second. In every phase of the algorithm, each successful Duellist goes for the next duel by challenging its respective Duellist. The algorithm is based on repeated sequences of a duel (namely a combination of two cubes into a larger one) and, hence, takes \( \log N \) steps (one per dimension).

At each step \( k \), each Duellist has to challenge (send an attack) and to be challenged (receive an attack) by its respective Duellist in the rank of the tournament (the Duellist node in its cube image according to the dimension \( k \)). The two opposite Duellists handshake: the Duellist with the larger identity value that receives an attack from a Duellist with the smaller identity value wins the duel of step \( k \) and becomes Duellist of level \( k + 1 \); conversely, the Duellist with the smaller identity value that receives an attack from Duellist with a larger identity value loses and becomes a Second of level \( k \) and keeps the path to its winner. Neither acknowledgment nor surrender messages are required. The task of a Duellist is to fight a duel, whereas the task of a Second is to relay an incoming attack to its Duellist.

The fundamental property used in the algorithm is that, at any step \( i \), a Second of level \( k \) (with \( k < i \)) knows the coordinate sequence traversed by its Duellist (of level \( k + 1 \)), i.e., the Duellist against which it lost. The location of a Duellist of level \( k + 1 \) is unambiguously known by the Second, and a shortest path between them can be computed locally by “compressing” the coordinate sequence received during the fatal attack: every pair of coordinates is eliminated (e.g., a sequence \( (123142) \) is equivalent to the sequence \( (34) \)). We denote with Duellist(s) and Second(s) entities which respectively won and lost the duel of step \( s \). When an attack from Duellist(s) reaches a Second(k) (with \( k < s \)), the Second forwards it to the node that will be known as the Duellist(k + 1). If this node is no longer a Duellist (i.e., has been defeated and became a Second), it forwards it to its respective Duellist(k + 2). The process is repeated until the Duellist(s) is found. To reduce the amount of communication, an attack from Duellist(s) reaching a Duellist(k) (with \( k < s \)) is delayed until the Duellist(k) either reaches the required level \( s \), or becomes a Second Second(k) able to forward the message to its respective Duellist(k + 1).

Local information used:

\( (i) \) State\(_p\): \{Duellist, Second, Leader\} is the state of a node (initially Duellist).
Upon RECEIPT of ATTACK, WAKEUP on any arc.

(iii) For each Second \( p \), NextDuellist denotes the path (the coordinate sequence) from the Second \( p \) at level \( level_p \) to the Duellist of level \( level_p + 1 \).

Messages used:

(i) ATTACK: This message represents the challenge for a duel and contains: \((Id, lev, source, dest)\), where \( Id \) is the identity of the initiator of the attack, \( lev \) is the step of the attack, \( source \) is the path (the coordinate sequence) from the attacking Duellist to the present node receiving the attack. This list is stored to know the path followed. Finally, \( dest \) is the path from the present owner of the message to a node target; it will be used to forward an attack by the shortest path between a Second to its Duellist.

(ii) LEADER: Final broadcast by the Leader to terminate and inform of its Id.

(iii) WAKEUP: An arbitrary number of processors can spontaneously start the execution of the algorithm; this is modeled by the reception of a message.

Functions used on coordinate sequence list:

(i) first(list) returns the first element of the list. Namely, this function gets the rank of the rightmost non-zero bit of the log \( N \) bits list.

(ii) \( \text{list} \oplus i \) (resp. \( \ominus \)) updates the given path by adding (resp. eliminating) a label \( i \) to the list and compressing it. The compression guarantees that the coordinate sequence never exceeds log \( N \) labels and, hence, is represented by log \( N \) bits: a bit of rank \( i \) set to 1 means that the label \( i \) is present in the coordinate sequence, 0 otherwise. Namely, the operations \( \ominus \) and \( \oplus \) are identical: when applied on bit \( i \) of value \( b_i \), they both set its value to \((1 - b_i)\).

begin
\[
\text{if message } \neq \text{ WAKEUP then delay message}
\]

\[
\text{State}_p := \text{Duellist} ; \text{level}_p := 0
\]

\[
Id := Id_p ; \text{lev} := 0 ; \text{source} := \text{[]} ; \text{dest} := \text{[]}
\]

\[
\text{SEND ATTACK(Id,lev,source,dest)} \text{ on arc labeled 1}
\]
end WAKEUP

• If \( \text{State}_p = \text{Duellist} \):

(1) Upon RECEIPT of ATTACK(Id,lev,source,dest) with \((lev = level_p)\) on any arc labeled \( r \)

\[
\text{if } (Id_p > Id \text{ and lev = } n) \text{ then}
\]

\[
\text{State}_p := \text{Leader}
\]

\[
\text{SEND(LEADER,Id)} \text{ on all arcs}
\]
end if

\[
\text{if } (Id_p > Id \text{ and lev < } n) \text{ then}
\]

\[
\text{level}_p := \text{level}_p + 1
\]

\[
Id := Id_p ; \text{lev} := \text{lev} + 1 ; \text{source} := \text{[]} ; \text{dest} := \text{[]}
\]

• If \( \text{State}_p = \text{Second} \):

(2) Upon RECEIPT of ATTACK(Id,lev,source,dest) with \((lev > level_p)\) on any arc labeled \( r \)

\[
\text{delay message}
\]

end ATTACK

(3) Upon RECEIPT of ATTACK(Id,lev,source,dest) with \((dest \neq \text{[]})\) on any arc labeled \( r \)

\[
l := \text{first(dest)} ; \text{dest} := \text{dest} \ominus l ; \text{source} := \text{source} \ominus r
\]

\[
\text{SEND(ATTACK(Id,lev,source,dest)) on arc labeled 1}
\]
end ATTACK

(4) Upon RECEIPT of ATTACK(Id,lev,source,dest) with \((dest = \text{[]})\) on any arc labeled \( r \)

\[
\text{dest} := \text{NextDuellist}
\]

\[
l := \text{first(dest)} ; \text{dest} := \text{dest} \ominus l ; \text{source} := \text{source} \ominus r
\]

\[
\text{SEND(ATTACK(Id,lev,source,dest)) on arc labeled 1}
\]
end ATTACK

(5) Upon RECEIPT of LEADER(LeaderId) on any arc labeled \( r \)

\[
\text{Forall } k < r
\]

\[
\text{SEND(LEADER(LeaderId)) on arc labeled k}
\]
end LEADER
end Election(p)

Step Analysis. Let \( d(k - 1, k) \) be the maximum distance between Duellist \((k - 1)\) and Duellist \((k)\), clearly \( d(k - 1, k) = k \). Let \( F(i) \) be the maximum number of links that have been traversed at step \( i \) to go from Duellist \((0)\) to Duellist \((i - 1)\).

Obviously, in Step 1 the \( N \) Duellists \((0)\) attack their corresponding Duellists \((0)\), and, thus, each has to traverse only one link: \( F(1) = 1 \). In Step 2, the \( N/2 \) Duellists \((1)\) send an ATTACK; the attack can reach a Second \((0)\) that has to forward it to Duellist \((1)\), thus the maximum number of links to be traversed is \( F(2) = 1 + d(0, 1) = 1 + 1 = 2 \). In Step 3, the \( N/2^2 \) Duellists \((2)\) send an ATTACK; the attack can reach a Second \((0)\) that forwards it to the Duellist \((2)\) through a Second \((1)\), thus \( F(3) = 1 + d(0, 1) + d(1, 2) = 4 \). For any step \( i \), the \( N/2^{i-1} \) Duellists \((i - 1)\) initiates an ATTACK; the attack, in the worst case, has to follow the path: \( \text{Second}(0) \ldots \text{Second}(i - 2) \text{ Duellist}(i - 1) \), the
number of links to be traversed is

\[ F(i) = 1 + \sum_{k=1}^{i-1} d(k-1, k) = 1 + \sum_{k=1}^{i-1} k = 1 + \frac{i \cdot (i-1)}{2}. \]

**Full Analysis.**

**Theorem 4.1.** The total number of messages sent during the algorithm for the Election problem is at most

\[ 7N - (\log N)^2 - 3 \log N - 7. \]

**Proof.** At any step \( i \) at most \( N/2^{i-1} \) nodes send an ATTACK message. During each of the \( \log N \) steps at most \( F(i) \) forwarding messages are required to reach the target Duellist.

Thus, the total number \( M \) of messages is

\[ M = \sum_{i=1}^{\log N} N \cdot F(i) = \sum_{i=1}^{\log N} N \left( 1 + \frac{i \cdot (i-1)}{2} \right) \]

\[ = N \left( \sum_{i=1}^{\log N} \frac{i^2}{2} - \sum_{i=1}^{\log N} \frac{i}{2} + 2 \sum_{i=1}^{\log N} \frac{1}{2^i} \right) \]

Since

\[ \sum_{i=1}^{\log N} \frac{i^2}{2} = \frac{6N - 4 \log N - (\log N)^2 - 6}{N} \]  \hspace{1cm} (1)

\[ \sum_{i=1}^{\log N} \frac{i}{2} = \frac{2N - \log N - 2}{N} \]  \hspace{1cm} (2)

\[ \sum_{i=1}^{\log N} \frac{1}{2^i} = \frac{N - 1}{N} \]  \hspace{1cm} (3)

and, since exactly \((N - 1)\) LEADER messages are required to broadcast the termination and leader identity, we prove the theorem. \( \blacksquare \)

**Theorem 4.2.** Each message is composed of at most \((\log Q + \log \log N + 2 \cdot \log N)\) bits, where the identity of a node is at most \( Q \).

**Proof.** Each ATTACK message contains the identity \( Id_p \) of the attacking Duellist, the level \( lev \) of the attack whose value is at most \( \log N \), the location of the attacking Duellist \((\log N)\) bits) and the location of the attacked Duellist \((\log N)\) bits). A LEADER message contains only an identity. \( \blacksquare \)

In the worst case, our tournament results in an \( \Omega(\log^2 N) \) time per step (messages are passed serially), and a \( \Theta(\log^3 N) \) overall time complexity.

**Correctness.** Several properties are introduced for the correctness. In the following, numbers between parentheses refer to corresponding sections of the algorithm.

**Lemma 4.1.** Let an ATTACK message contain a level \( lev \) initiated by a Duellist \( p \) of level \( lev_p \), then

(i) the message has been originated through a link labeled \( lev \) such that \( lev = lev_p \),

(ii) after traversing the link through which it was originated, the message cannot traverse a link labeled \( d \), with \( lev < d \).

**Proof.** (i) immediate from (1); (ii) by induction: since a Second never modifies the level of an ATTACK message (3) (4), and a Second never initiates a duel, the ATTACK traverses only links of smaller level. Therefore the ATTACK message cannot exit the subcube of degree \( lev \) to which it belongs. \( \blacksquare \)

The next lemma guarantees that a Second knows the shortest path to reach its Duellist.

**Lemma 4.2.** A Second \((i)\) knows the shortest path (a coordinate sequence with minimum length) to reach its respective Duellist\((i + 1)\).

**Proof.** The correctness of the path is guaranteed through the compression of the source list which stores the labels traversed links (3) and (4). By contradiction; assume that the length of the path is strictly greater than the shortest one, this would imply that at least two labels with the same direction exist in the coordinate path, which is forbidden by compression, \( \oplus \) and \( \ominus \). \( \blacksquare \)

We now show that no infinite delays are introduced during the execution of the algorithm.

**Lemma 4.3.** A deadlock cannot be introduced by the waiting that arises when some nodes must wait until some condition holds.

**Proof.** Since the attack broadcast by the LEADER is forwarded immediately upon reception, only ATTACK messages may create a cycle. In Lemma 4.1 the partitioning of the subcube traversed by an ATTACK message has been shown and, thus, only cycles between two Duellists at the same level can be created. The only situation in which an entity is waiting for an event is when a Duellist \( a \) waits to be accepted by another Duellist \( b \) with \( level_a < level_b \) to reach the respective level \( level_a \) (2). The extreme case occurs when a chain of waiting processors such that \( level_1 \ldots < level_p < level_a \) is created. By (0), the total ordering of the chain forbids the creation of a cycle in such a chain. \( \blacksquare \)

We now prove that an ATTACK message always reaches the target Duellist.

**Lemma 4.4.** An ATTACK from a Duellist\((i)\) \((i < \log N)\) eventually reaches its respective Duellist\((i)\).

**Proof.** By induction.

Initially each node is a Duellist\((0)\) (Wake Up). The Lemma clearly holds for \( i = 0 \). In fact an ATTACK from
a Duellist(0) reaches another Duellist(0) in exactly one message, through the link labeled “1”.

Assume it holds for \( j < i \); that is, suppose that any Duellist (\( j \)) with \( j < i \) that sends an ATTACK eventually reaches another Duellist (\( j \)). We show that it also holds for \( i \).

Consider a Duellist(\( i \)) that sends an ATTACK through the link labeled \( i + 1 \). Since this attack remains inside the \((i + 1)\)-cube (Lemma 4.1 (ii)), it reaches either (a) a Duellist(\( i' \)) (with \( i' \leq i \)) or (b) a Second(\( i' \)), (with \( i' < i \)).

In case (a), if \( i' = i \) the lemma is proved. If \( i' < i \) the message is delayed (2) until the Duellist(\( i' \)) fights with another Duellist(\( i' \)); this occurs eventually (by the inductive hypothesis). The message is then sent to the winner of the fight Duellist(\( i' + 1 \)) and, if \( i' + 1 < i \) it is again delayed until Duellist(\( i' + 1 \)) fights with another Duellist(\( i' + 1 \)). This process continues until the message is delayed in a Duellist(\( i - 1 \)) waiting for the fight with the other Duellist(\( i - 1 \)) (the fight between the two Duellists(\( i - 1 \)) takes place by the inductive hypothesis). One of them becomes Duellist(\( i \)) and the other becomes Second(\( i - 1 \)). If the ATTACK message is waiting at the Duellist, the Lemma is proved; if it is waiting at the Second, it is forwarded to the Duellist(\( i \)) because the Second knows how to reach it (by Lemma 4.2).

In case (b), the ATTACK reaches a Second(\( i' \)) (with \( i' < i \)), the Second forwards the message to its Duellist(\( i' + 1 \)) (4) and the previous proof of case (a) is repeated. ■

The next lemma shows that there is exactly one Duellist at level \( i \) in each \( i \)-cube.

**Lemma 4.5.** A Duellist(\( i \)) is the only Duellist of an undirected \( i \)-cube in which there exist \( 2^i - 1 \) Seconds with a level strictly less than \( i \).

**Proof.** By induction. Each Duellist(0) is a 0-cube. Let the theorem hold for \( i \) and consider the fights at level \( i + 1 \). Each Duellist(\( i \)) sends an attack through the link labeled \( i + 1 \). From Lemma 4.1(ii), the attack remains inside the \((i + 1)\)-cube in which there exists a single image Duellist (by inductive hypothesis). From lemma 4.4, the attack reaches this Duellist and only one of the two becomes Duellist(\( i + 1 \)). ■

By Lemmas 4.3, 4.4, and 4.5, it follows that:

**Theorem 4.3.** The algorithm terminates correctly after \( \log N \) steps and elects a leader.

### 4.2. Election Algorithm with the Distance Model

We present a distributed Election algorithm for hypercubes with a \( \Theta(N) \) message complexity using the distance Sense of Direction. We first prove that the symmetry is broken with this model of Sense of Direction and, therefore, that the leader Election does not require a global maximum-finding algorithm.

**Theorem 4.4.** For a hypercube with the distance Sense of Direction obtained by a Gray reflected code, exactly four processors have a link labeled \((N/2) - 1\).

**Proof.** By induction. Let us assume that the Hamiltonian cycle used in the hypercube respects the binary reflected code construction. Without loss of generality, we assume in the following that all the processors have a number in \([0..(N - 1)]\) which depends on their respective position in the Hamiltonian cycle.

Clearly, the Theorem is valid for \( N = 8 \) (as shown in Fig. 1b). By construction, the Hamiltonian cycle for the hypercube with the successive degree is obtained in the following way: assign this smaller hypercube as the first half-cycle, create its reflected image as the second half-cycle, and link each processor and its mirror image.

In the new subset of links obtained by the reflection process (in between the two half-cycles), only the two processors and their respective images assigned to the nodes at the cycle positions \( N/4 \) and \( 3N/4 \) positions have a link with an \((N/2) - 1\) distance, thus, only two processors have such a labeled link (the respective images have a link labeled with value \((N/2) + 1\)).

In each of the two half-cycles of size \( N/2 \), by definition, only one link can have an \((N/2) - 1\) distance, since this is the maximum distance inside the half cycle (the outside distance is larger than \( N/2 \) since it has to count the nodes of the other half cycle). This link always exists since it is the one between the first and the last processor in the half-cycle which are joined (the terminal link of the previous smaller Hamiltonian cycle).

The four processors are in the respective cycle positions: 0, \( N/4 \), \( N/2 \), \( 3(N/4) \) (Fig. 2a where the cycle positions are outside the Hamiltonian cycle). ■

**Remark.** Note that Theorem 4.4 might not hold if the Gray reflected code is not used. In fact, many other Hamiltonian cycles can be used for building a distance sense of direction in the hypercube providing an arbitrary number of nodes with an edge labeled by an \((N/2) - 1\) distance. Consider, for example, the \((121341243212343)\) coordinate cycle, initialized in processor 0 in a four-dimensional hypercube (figure 2(b)); with this choice of the Hamiltonian cycle seven nodes (instead of four) have an edge labeled \((N/2) - 1\) (in the figure, these nodes have the identities \{1, 14, 5, 9, 11, 10, 12\} and cycle positions \{1, 5, 8, 10, 11, 12, 14, 15\}).

**Corollary 4.1.** For a hypercube with the distance Sense of Direction based on the Gray reflected code, the overall message cost required for a node to detect whether it is elected or not, is \( O(1) \).

**Proof.** The four processors with labels \((N/2) - 1\) and their immediate predecessors build a cycle of eight processors—the predecessors, and only them, have a link labeled \((N/2) + 1\). An algorithm using only this cycle elects a leader among them in \( O(1) \) messages. All the other nodes
already know that they are not elected by verifying that none of their links are labeled \((N/2) - 1\) or \((N/2) + 1\).

**Corollary 4.2.** An algorithm with a \(\Theta(N)\) message complexity for the Election problem can be given for a hypercube oriented with the distance Sense of Direction built on the Gray reflected code.

**Proof.** A broadcast phase along the cycle which uses exactly \(N\) messages is initiated by the Leader and terminates the algorithm (all the processors then know its identity). Each processor receiving the message on link labeled \((N/2) - 1\) forwards it on link labeled \(1\). The required \(\Omega(N)\) bound is reached and, thus, the \(\Theta(N)\) message complexity is proved.

5. FROM ONE SENSE OF DIRECTION TO ANOTHER

Without a labeling of the links, the message complexity required to build the orientation of hypercubes has been proved to be at least \((1/2) N(\log N - 1)\) [20].

We show that the message complexity of the orientation labeling decreases if the network is already oriented by another sense of direction. We present two \(O(N)\) algorithms to relabel the links from one Sense of Direction to another.

**Theorem 5.1.** A hypercube with the dimensional Sense of Direction can be reoriented with the distance Sense of Direction in \(O(N)\) messages.

**Proof.** The algorithm consists of three phases.

First a unique leader is elected with the algorithm presented in Section 4.1. Second, the Hamiltonian cycle (initiated by the Leader) is built using the binary reflected Gray-code as described in Section 3. During this phase, each processor gets its relative cycle position \(cid\) on the cycling path \((cid\) of initiator is zero). The incoming and outgoing edges respect their order in the coordinate sequence. These links are re-labeled by \(N - 1\) for the one with the incoming message and by \(1\) for the other with the outgoing message. The third phase consists of relabeling the \(n - 2\) untouched links, but is computed locally. On each node \(cid\), a link previously labeled with the dimension \(d\) has to be re-labeled by the distance:

\[
(2^d - 1 - 2 \cdot (cid \mod 2^d)) \mod N.
\]

This result is fully based on the fact that the hypercube, by constructing the Hamiltonian cycle, is split (for each \(d\)) into a set of equal slices of size \(2^d\). Each link labeled \(d\) joins two reflected images, and, thus, the distance on the cycle between the two adjacent nodes is twice the distance from this node to the end of the cube of size \(2^d\) in the cycle.

The two first phases take \(O(N)\) messages respectively, and, thus, we prove the theorem.

**Theorem 5.2.** A hypercube with the distance Sense of Direction can be reoriented with the dimensional Sense of Direction in \(O(N)\) messages.

**Proof.** Similar to Theorem 5.1. The algorithm consists of three phases. First a leader is selected as shown in Corollary 4.1 using \(O(1)\) messages. Then, the leader initiates a counting message on the Hamiltonian cycle (through link labeled \(1\)), so that each processor is able to get its relative \(cid\) number. Upon receipt of this message, each processor relabels its incoming link (previously \(N - 1\)) and its outgoing link (previously \(1\)) regarding the rank on the appropriate coordinate sequence \(A_d\) described in Section 3.

The final phase is a local computation which reverses the process used in Theorem 5.1. On each node, a link previously labeled \(dist\) is relabeled by the dimension:

\[
\lceil \log((dist + 2 \cdot cid) \mod N) \rceil.
\]

Only the second phase takes \(O(N)\) messages, whereas the first takes only \(O(1)\).
6. CONCLUDING REMARKS

Two immediate extensions emerge from these results. First, the convenience of the algorithms presented is emphasized by the fact that the solutions based on Sense of Direction can be extended for bounded degree variation of the hypercube (e.g., the Butterfly, the Cube-Connected-Cycles, the Benes network, the Shuffle-Exchange, the de Bruijn graph, ...). Second, this raises a more general and interesting question: how many labeled links (with sense of direction) are required in a hypercube in order to solve the Election problem with a linear communication complexity?

After completion of the original paper [2], the authors learned that for the dimensional labeling, linear election algorithms have been independently obtained by Robbins and Robbins [16] and Tel [19]. Tel’s algorithm is based on a match-making technique from Mullender and Vitanyi [14], whereas Robbins’ algorithm closely resembles our solution. Both use slightly more messages than ours and terminate in $O(N)$ time in the worst-case (the time complexity cannot exceed the message complexity).
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