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Abstract. We have developed a requirements engineering process model based on viewpoint development. Our goal is to capture and reconcile a set of requirements in the form of use case descriptions so that a more complete and representative set of requirements will provide the basis for system design and development. Our technique converts the natural language sentences in each individual use case viewpoint into a formal context. We then apply Formal Concept Analysis to generate a concept lattice of the requirements. Our process model and tool allow viewpoints, use cases, sentences and phrases to be selected for comparison, tagging and reconciliation. The final product is a shared used case description that has been agreed upon by the project group. In this paper we provide an example developed by final year software engineering students who used the approach as a means to gain experience in the specification of use cases and the sometimes painful task of arriving at a shared view of the requirements before system design and development commenced. Our next step is evaluation with requirements engineers to develop a full-strength industrial product and process.

1 Introduction

We have developed a requirements engineering process model based on viewpoint development. Others (e.g. Darke and Shanks 1997, Easterbrook and Nuseibeh 1996, Finkelstein et al. 1989, Mullery 1979, Kotonya and Sommerville 1998) have also advocated viewpoint development as one possibility to handle some difficulties of requirements definition. What differentiates this work from others is the capture of requirements in natural language (which is far more acceptable and manageable to the average stakeholder than formal specification), automatic generation of a formal representation and the ability to identify and reconcile differences via a visualization of the original text. Formal Concept Analysis plays a key role in the generation and ordering of concepts from use case sentences. We call our approach RECOCASE as we offer a CASE (Computer Aided Software Engineering) tool (as shown in the screen dumps in this paper) to assist with viewpoint REConciliation. In this paper we follow an example which uses our requirements engineering process model. At the end we offer some results from initial evaluations, review of related literature and our future directions.
2 The RECOCASE Approach

The RECOCASE methodology includes five iterative phases: requirements capture; requirements translation; concept generation; concept comparison and reconciliation; and evaluation. In this section we follow an example that demonstrates the process and the techniques which we have novelly combined and applied to the problem of requirements reconciliation. The more technical and formal details regarding the use cases, Link Grammar, ExtrAns and RECOCASE-logic are given in (Richards and Böttger 2002). The sample problem we follow is the Automated Video System (AVS) which is being designed to allow customers to self check out videos, search for particular video titles, request new videos to be stocked by each store, and to make reservations for videos currently unavailable. The example is a real one being used by groups of final year software engineering students to develop a software product. We chose this problem as it is a new problem (such systems are not available in Australia) and thus the requirements are not completely understood but also not completely unlike other systems they are familiar with. By following the RECOCASE methodology students gain some understanding of the difficulties associated with acquiring requirements and managing a number of viewpoints. In the following subsections we take you through each phase. The example uses a reduced set of the actual sentences specified by students as to make the example easier to follow in the limited space available. A whole paper could be written on how to use one diagram to identify and reconcile differences to produce a shared use case.

2.1 Requirements Capture

While a number of approaches to requirements specification have been proposed, see a summary in Döwel (1999), we have chosen to adopt the increasingly popular technique of use case description. This first phase starts by a group, led by the group facilitator/leader (GF), brainstorming a set of use cases. Viewpoints for each use case and viewpoint representative are identified. Asynchronously, viewpoint representatives enter use case descriptions in natural language into the RECOCASE tool. Natural language can however be ambiguous and complex in syntax and semantics. A set of writing guidelines and controlled language is provided (Richards, Böttger and Aguilera 2001), but since users rarely follow guidelines, the tool can also detect and notify the viewpoint agent of problematic words, e.g. pronouns, modal verbs, and, or and negations.

2.2 Requirements Translation

The next step is to transform the sentences into a formal representation for later manipulation and comparison. To support comparison via a line diagram using FCA techniques we need to start with a formal context. Each use case forms a new formal context, with the sentences comprising the objects in the context table. Originally we considered a very naive approach which used the words of the sentence as the crosstable attributes. However since sentences are not simply
random strings of words and to allow reconstruction of the sentence by the reader, we are able to use the flat logical forms (FLFs) output by ExtrAns using LinkGrammar as a semantic representation for the sentence which we transpose into word phrases using RECOCASE-logic. For example as shown in figure 1, LinkGrammar$^1$ provides the following syntactic structure and constituent tree for the sentence ‘The system updates the credit card on the member card.’

\[
\begin{align*}
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\end{align*}
\]

Fig. 1. FLF example

‘S’ connects the noun ‘system’ to the finite verb ‘update’, which is a transitive verb and again connected through ‘O’ with its object ‘value’. ‘AN’ connects the noun-modifier ‘credit’ with the noun ‘credit’. ‘D’ connects determiners to nouns, ‘system’, ‘value’ and ‘card’ are in this way connected with the determiner ‘the’. ‘MV’ connects verbs and adjectives to modifying phrases which follow the verb like adverbs, prepositional phrases and subordinating conjunctions. In this example the verb ‘update’ is connected through ‘MV’ with the preposition ‘on’, which introduces a prepositional phrase. To the right the preposition ‘on’ is connected to its object ‘card’ through ‘J’.

The syntactic structure provided by LinkGrammar is used by ExtrAns to create FLFs as a semantic representation for the core meaning of each sentence.

\[
\begin{align*}
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\text{system} & \quad \text{value} \quad \text{on} \\
\end{align*}
\]

Fig. 2. Steps in the creation (Ia-Ie) and reduction (IIa-IIb) of the sentence “the system updates the credit value on the member card”

$^1$ Using the parse sentence facility at http://www.link.cs.cmu.edu/link/index.html
The translation of FLFs into crosstable attributes follows an algorithm, known as RECOCASE-logic, which uses graph theory. The algorithm contains two main parts. The first part includes building a graph representing the FLFs of a sentence. The nodes of the graph represent the words of the FLF predicates and the edges represent the relations between them. The relation between words of the predicates is derived from the FLFs. At a coarse level the algorithm is looking for the main event, object or property which is defined by the predicate ‘holds’. If the FLF of a sentence does not contain the predicate ‘holds’, the root ‘A’ is defined through ‘if(A,B)’, ‘while(A,B)’ or ‘not(A)’ in this sequence. In a second step the graph is reduced to the crosstable attributes. Figure 2 shows the steps involved in creation of the graph for the sample sentence. Table 1 shows the crosstable produced by RECOCASE-logic for the following related sentences from three viewpoints: “The system updates the credit value on the member card”, “the system debits the credit of the card” and “the system deducts the price of the rental from the member card”.

If all sentences are translated using RECOCASE-logic a crosstable can be created as shown in Table 1. The words or word phrases form the set of attributes where no word or phrase should exist twice. All translated sentences form the set of objects.

<table>
<thead>
<tr>
<th>Agent</th>
<th>(system)</th>
<th>(update)</th>
<th>(credit value)</th>
<th>(on member card)</th>
<th>(credit)</th>
<th>(on card)</th>
<th>(deduct)</th>
<th>(price of rental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AgentA</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AgentB</td>
<td>×</td>
<td></td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AgentC</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 1. Cross table for the sentences “The system updates the credit value on the member card”, “the system debits the credit of the card” and “the system deducts the price of the rental from the member card”

2.3 Concept Generation

Figure 3 shows the line diagram for the concept lattice generated from the formal context in Table 1 using standard FCA as described in (Ganter and Wille 1999). As can be seen in the crosstable and the line diagram the only shared attribute is ‘system’. The line diagram provides structure and visual clarity of shared concepts. In the next phase we show how the line diagram is used to identify and manage conflicts.
2.4 Concept Comparison and Reconciliation

The GF creates the diagrams by selecting the sentences he/she wants to have included. Different strategies for combining use case descriptions can be used. If there are few sentences, maybe one or two diagrams constructed by selecting sentences based on system interaction and actors are adequate. However, if there are a larger number of sentences (≥25) the GF can choose to create diagrams based on logical units of sentences. The GF will then be able to have a mental overview of the logical flow in the use case. The group members and the GF can use the line diagram to compare viewpoints and detect conflicts. The nodes in the graph represent the concepts, and in our diagrams these are words and phrases from the use case description. The nodes belonging to the same sentence are connected with lines. Sentences containing identical words or synonyms will share nodes.

During the reconciliation process, the group and GF will look at the diagrams together to build a shared use case. Using the lattice we can determine if two concepts are in a state of consensus (same idea, same terms - identified by sharing the same node), correspondence (same idea, different terms - shares some nodes, synonym table needed to map terms), contrast (different idea, same terms - shares some nodes but appears incorrect) or conflict (different idea, different terms - no overlap of pathways). The two key strategies in handling reconciliation is to use a synonym table to map terms and the use of tags to indicate if a concept should be ignored, delayed or circumvented. Figure 4 shows the resulting diagram after some synonyms have been applied to Figure 1. See (Richards 2003) for greater explanation of the tags and our negotiation strategies.

This phase is essentially one involving group discussion under the guidance of the GF. We noted from our evaluation studies that in groups not using the RECOCASE methodology or tool, that participation in this phase was limited to a few interested individuals. It appears that when all participants are required to provide a viewpoint that they tend to engage with the problem and defend their own viewpoint.
Fig. 4. Representation of the sentences in Figure 3 after a synonym table has been used to map deduct=updates=debits, and 'on card' = 'on member card'. From this figure we can see we still need to map 'price of rental' = 'credit value' to bring all viewpoints into consensus.

2.5 Evaluation

We use graph theory on the lattices to evaluate if the different viewpoints have become more similar, or if a new round of negotiation is necessary. In the RE-COCASE tool we can select viewpoints for comparison and see the percentage of similarity between descriptions. We can also see the percentage of similarity between each sentence in two different viewpoints. This information can be used to determine which viewpoints to try to reconcile first (e.g. reconcile most similar or most different first).

3 Discussion and Conclusion

We have conducted a number of different evaluations. Our first studies concentrated on the learnability and comprehensibility of the line diagram for reasoning about requirements. We found that after a 5 minute introduction, 58% of students were able to correctly interpret (no errors) and 80% more likely to give the correct answer to questions involving comparison of viewpoints using the diagram as opposed to the original text. A particularly significant difference was the time taken to answer questions using the diagram rather than text was up to (a number of tests were done) 9.9 times faster. Our recent studies evaluating the group process and tool revealed that each final and shared use case description was longer than the individual use case descriptions. All participants were satisfied with the process and the outcome and were able to create a shared use case description using the technique. The most striking difference was found in the attitudes and cohesion of the groups that used the process compared to the groups that did not.

The application of FCA for software engineering activities has been pursued by a number of researchers. A useful survey is provided in (Tilley et al, 2003). Whilst the application of FCA to the requirements phase has not been the primary area of activity targeted some work does exist. Andellinger’s (1997) thesis, reported in Tilley et al. 2003, concerned a question-answering and discussion tool using FCA which could be applied to the area of requirements capture. More
directly relevant is the work of Döwel and Hesse (2000) who use FCA to identify potential classes and attributes from use case descriptions. Their work is different to ours in a number of ways. Firstly, in the formal context they build, the use cases are the columns (attributes) and the rows (objects) are the potential classes or attributes. In our approach we develop one or more formal contexts for each use case, with objects being sentences and attributes being words and phrases, and the formal context usually contains at least two viewpoints of the complete or partial use case. Thus our focus is much more fine-grained and not restricted to certain parts of the sentence. Döwel and Hesse have also developed a tool to assist with entry of use case descriptions and development of concept lattices. As with our tool, they shield the user from the mathematical complexities of FCA. Also, as we do, they acknowledge that the decision process, which in their case concerns the choice of classes to use and how they relate to one another, “requires much detailed work which cannot completely be automated, including negotiations and a thorough discourse between domain experts and software developers”. However, the approach to creation of the formal context differs significantly from ours. Our approach takes in natural language sentences and automatically generates a formal context using natural language techniques. In their approach, the user is required to select words from a list or the description which become the set of objects. Given that our approach identifies nouns, objects and events (all possible candidates for classes), we envisage that our natural language techniques could be beneficially combined with the Döwel and Hesse approach. Indeed we believe that our ability to produce FLFs from the natural language descriptions offers a entry point and input solution for many other formal specification techniques.

As a result of the initial success of the approach with students, which has led to revision of the tool and fine tuning of the process substeps, we are seeking industrial collaboration to develop the approach further and incorporate it as an integral step of object oriented design using UML. As Döwel and Hesse (2000) stated ”we find it quite an interesting observation that just a “non-OO” technique like use case analysis has become so popular as a starting point to OO analysis”, we also find it interesting that use case descriptions are textural and the rest of the UML process is visual. By offering an approach which visualizes the textual descriptions we provide a completely visual technique to system specification and design. Further, by capturing the requirements from multiple viewpoints we get a more complete and consistent set of requirements and a greater sense of ownership by the project group, thus providing a better basis for system design and increasing the likelihood of eventual system acceptance.
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